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 CHAPTER 1 

Introduction 

Communication is the act of transferring information from one person to 

another. The process of communication which involves exchange of information is a 

very complex phenomenon. There are many modalities through which communication 

can happen. Communication can be done through verbal mode and non-verbal mode. 

Language is the primary mode of verbal communication in human species. The 

desired outcome of any communication process is to understand the message. The 

initial stage of understanding the verbal output of a spoken word or a written word is 

recognition of the words. The ability to recognize the words in order to understand the 

meaning of language spoken or written refers to spoken word recognition and visual 

word recognition respectively. These complex phenomena are well explained using 

many theories and models by researchers in the past.  

Models of spoken word recognition have come up as adaptations of models 

used in visual word recognition (Forster, 1989; Morton, 1970). However, important 

changes need to be incorporated to account for the uniqueness of speech as a temporal 

phenomenon. The difficulty of the translation problem in converting visual word 

recognition models to spoken word recognition models can be illustrated by 

comparing spoken language to written language. The most obvious difference is that 

speech is distributed in time, whereas writing is distributed in space and written 

language is physically invariant, it does not change with time .Spoken language in 

contrast, is highly variable; each time a speaker produces a sound, a different acoustic 

form is generated. Another difference between spoken and written language deals 

with linearity of the message spoken or written. Characters on a printed page have 

discrete borders and are linearly arrayed so that successive sounds are represented by 
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strings of letters. Speech fails to demonstrate such an arrangement between the 

linguistic symbols used to transcribe an utterance and the speech waveform. Another 

difference is that letters and words are separated (segmentation) on the printed page. 

But that kind of physical segmentation is rarely possible in spoken language. 

Therefore, visual word recognition is easier to understand than spoken word 

recognition. 

1.1 Visual word recognition 

Visual word recognition is the basic process in reading; that is the stage prior to 

meaning assignment. The context of word recognition refers to matching a word’s 

orthographic/or phonological description stored in long term memory (for eg: 

word=w+o+r+d) to information generated in on-line about which letters are presented 

in the word which is written. Readers use the visual representations that are provided 

by print to recover the phonological and linguistic structure of the message. Earlier 

studies have compared the readers’ ability to recognize words and non-words/pseudo 

words and have shown that readers can recognize true words easily than non-words or 

pseudo words. The findings indicated the presence of different storage for words and 

non-words. The storage of words is generally referred to as ‘Mental lexicon’. Mental 

lexicon is considered as the mental dictionary where the words are stored. There is a 

long standing debate related to the representation of mental lexicon, as whether the 

mental lexicon is organized by morphemes or by words. More recent studies suggest 

two routes for word recognition, one based on morphological analysis and the other 

based on whole-word storage. It is necessary to understand the process of word 

recognition with an access to mental lexicon. 

In dual-route view, morphologically complex words are simultaneously 

analyzed as whole words and in terms of morphemes. A model given by Wurm 
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(1997); Wurm and Ross (2001) explain the way in which the mental lexicon 

maintains a representation for combination of morphemes in different ways. A 

potential word root is checked against a list of free roots that have combined before in 

the past with the prefix which is given. 

Despite the differing views on word recognition, considerable disagreement 

concerning the precise way in which meaning is accessed during reading persists. The 

disagreement among psychologists lies around the central function of the cognitive 

reading system to extract meaning from visual symbols (i.e., written words). For 

example, the role of phonology and orthography in semantic access continues to be 

the focus of a great deal of controversy within the reading literature (Frost, 1998). 

Some theories hold that semantic access is mediated by phonology (Frost, 1998; 

Lukatela& Turkey, 1994a, 1994b; Van Orden, Pennington & Stone, 1990), whereas 

other theories hold that phonological computation is unnecessary and that semantic 

information can be recovered directly from orthography (Coltheart, Rastle, Perry, 

Langdon, & Ziegler, 2001; Forster, 1976). 

Although it is clear that phonology and other aspects of language are retrieved 

in reading, there are a number of questions about how linguistic structure is derived 

from print. One idea, which is embodied in dual-route theories such as that of 

Coltheart et al (2001), is that two different routes are available for converting 

orthographic representations to phonological representations. A lexical route is used to 

look up the phonological forms of known words in the mental lexicon; this procedure 

yields correct pronunciations for exception words such as love. A non-lexical route 

accounts for the productivity of reading. It generates pronunciations for novel letter 

strings (e.g., pove) as well as for regular words (e.g., stove) on the basis of smaller 

units. This latter route gives incorrect pronunciations for exception words, so that 
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these words may be pronounced slowly or erroneously (e.g., love said as /lov/) in 

speeded word naming tasks (e.g., Glushko, 1979). In contrast, connectionist theories 

claim that a single set of connections from orthography to phonology can account for 

performance on both regular words and exception words .(e.g., Plaut et al., 1996; 

Seidenberg & McClelland, 1989). All the above said models have explained the word 

recognition considering the mental lexicon of monolinguals. The nature of mental 

lexicon in bilingual and multilingual population might serve interesting.  

1.2 Visual word recognition in bilinguals 

According to ASHA (2004) bilingualism has been defined as the use of at 

least two languages by an individual. Bilinguals are able to communicate in either of 

their two languages without experiencing constant interference from the inactive 

language. But then, when a bilingual learns something via one language, there appears 

to be access to that knowledge via the other language. Although, it is well known that 

despite the language system being separate in practice, some information is often 

shared.  So there arises a question as to whether the languages are represented 

separately as independent storage in memory or all languages are represented in a 

shared, interdependent semantic module. These questions have important implications 

for an understanding of bilingual behavior and for more general models of memory 

and representation of mental lexicon in bilinguals. Two early models were proposed 

by Potter, So, Von Eckardt, and Feldman (1984) to understand the nature of 

bilingual’s semantic memory. In the Word Association Model, lexical representations 

from language 1 are directly linked to the conceptual system whereas, the words of 

language 2 are connected only to language 1 and have no direct connections to the 

conceptual system. An alternate model called the Concept Mediation Model suggests 

that representations of the two languages are not directly connected. Instead the two 
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language representations operate as separate systems that each directly connect to a 

modal conceptual system. 

Factors such as age of acquisition of language, the language structure, use of 

the languages in daily routine and several others contribute to the quantitative as well 

as qualitative differences between monolingual and bilingual word recognition. 

Support for quantitative difference comes from the increasing number of studies that 

suggest that bilingual word recognition is initially “nonselective,” which means that a 

language input activates word representation in both of the bilingual’s language 

subsystems the contextually appropriate as well as the contextually inappropriate (De 

Groot, Delmaar, & Lupker, 2000) because the two lexical subsystems of a bilingual 

together store more word representation than a monolingual lexicon. Initial non 

selectivity refers that upon presentation of a word there will generally be more lexical 

competition in a bilingual than in a monolingual. Qualitative differences are assumed 

by a well-known model of lexical access in bilinguals, the Bilingual Interactive 

Activation (BIA) model (Dijkstra & Van Heuven, 1998). Study done by Prarthana, 

Rajashekar, and Krishnan (2011) provided evidences for the language non-specific 

view of bilingual lexical activation by extending the phoneme monitoring task into 

two orthographically different languages (Kannada and English). In addition to this, 

the study also shed light into the possible role of orthography in phoneme monitoring 

task especially in orthographically distinct languages. 

 Visual word recognition in bilinguals can be investigated through 

psycholinguistic and neurolinguistic techniques. Commonly used and easier 

psycholinguistic methods are reaction time experiments (lexical decision and 

priming). In the lexical decision (LD) task, the participant makes a speeded manual 

decision to a letter string on the computer screen that whether it is a word or non-
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word. This task can be modified depending on the stimuli used, population under 

study and also objective of the study. Studies on language processing in bilinguals, 

experimental paradigms of semantic and translation priming are widely used to 

explore the structure of bilingual lexicon. Priming paradigms facilitate study of 

automatic processing that is crucial to an understanding of language processing in 

bilinguals. In translation priming, prime word will be presented in one language 

(L1/L2), and the target word will be presented in the other language (L1/L2), which 

will be the translation of the prime word. For example: If prime word is /water/ 

(English), target word will be /niru/ (Kannada).In translational priming, presentation 

of a prime words will automatically causes lexical entry (Forster and Davis,1984) to 

be activated so that less target processing has to be done before a response is made 

[short SOAs (Stimulus Onset Asynchrony: The amount of time between the beginning 

of the prime and the beginning of the target)]. 

1.3 Need for the study 

To understand the mental lexicon of any individual, visual word recognition 

skills plays a major role. Visual word recognition in turn depends on the languages 

which are represented in the mental lexicon of an individual. Word recognition is 

influenced by the nature of language structure as well as the number of languages 

used by a person. Other factors influencing word recognition are frequency effect, 

proficiency in the language etc. Representation of mental lexicon in bilingual’s brain 

is always a question of debate, whether it is a shared lexicon or separate lexicon. On 

the other hand, visual word recognition is further influenced by the orthographic 

structure of a language. India being a culturally diverse country is a land for many 

languages. The structure of Indian languages varies from the languages in which the 

research exists. Hence, there arises the need for studying the mental lexicon of Indian 
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bilinguals. The present study attempts to examine the mental lexicon in Indian 

bilinguals through visual word recognition tasks.  

Kannada, one of the widely spoken languages in South India is semi-syllabic 

in nature. The variation in the orthographic nature demands investigation of the nature 

of mental lexicon in Kannada-English bilinguals. The present study addresses the 

issue of visual word recognition in Kannada-English bilinguals through lexical 

decision and judgment tasks by employing a translation priming paradigm. 

1.2 Aim of the study 

The aim of the study was to examine the nature of visual word recognition in 

Kannada-English bilinguals through lexical decision and lexical judgment tasks of 

translated words. 

1.3 Objectives of the study  

1) To compare the performance of bilinguals on visual word recognition between 

lexical decision and lexical judgment tasks. 

2) To examine the reaction time and accuracy for visual word recognition in 

lexical decision and judgment in Kannada-English bilinguals. 
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CHAPTER 2 

Review of literature 

Communication is the process of exchange of information between each other. 

Communication can be done through so many ways like verbal mode and non-verbal 

mode. Ultimate goal of communication is to understand the information which the 

communication partner has intended. Understanding of information can be done 

through visual mode and spoken mode. These are called as visual word recognition 

and spoken word recognition. Spoken word recognition is not linear and it is variant 

across time, but visual word recognition is not variant and it is linear. Visual word 

recognition is the basic process of reading. 

One of the most basic process in reading involves the rapid and effortless 

assigning of the appropriate meaning to a series of letter threads arranged. The term 

word recognition will be the initial stage of this assignment process which is prior to 

meaning retrieval. The earliest theories (Cattel, 1886) state that words are recognized 

as a whole on the basis of their shapes and not in terms of their component letters. But 

modern theories which are based on behavioural (Bowers, 2000) and 

neuropsychological (Coltheart, 1981; Tainturier & Rapp, 2001) studies states that 

visual word recognition is independent of surface properties such as case, position, 

font, colour, and size.  

The fast and effortless assignment of the exact meaning to a series of letters 

stands as the foremost stage in reading. The term word recognition will be the initial 

stage of this assignment process which is prior to meaning retrieval. In this relation 

word recognition means matching a word’s orthographic/or phonological description 

stored in long term memory (for eg: word=w+o+r+d) to information generated in on-

line about which letters are presented in the word the eye is currently fixating (in 
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limiting the analysis to alphabetic languages it is assumed that letters are critical units 

subtending the visual word recognition process).Readers use the visual 

representations that are provided by print to analyse and recover the phonological and 

linguistic structure of the message. Readers often access phonology even when they 

read silently and even when reliance on phonology would tend to affect their 

performance.  

Tracing the visual stimulus on to abstract letter representation enables skilled 

readers to recognize words rapidly, even though they may appear in surface contexts 

(Eg: Hand writing, typeface) of which the reader has no experience. Hence, visual 

word recognition forms an important aspect of reading. Even though skilled readers 

are able to recognize visually presented words rapidly and easily, the processes that 

map orthography onto phonology and semantics are far from straight forward. 

 

2.1 Visual word recognition 

Visual word recognition was typically thought of as the process of going from 

a printed string of letters to the selection of a single item stored in lexical memory in 

the form of word. Lexical memory, or commonly referred as the “mental lexicon,” is 

a mental dictionary containing entries for all the words a reader knows. Thus, word 

recognition earlier was essentially synonymous with the terms “lexical access” or 

“lexical selection”. Words were thought to be represented as lexical entries in the 

memory of an individual. All these earlier thoughts on word/ visual word recognition 

were scrutinized by researchers which led to the conceptualization of models. 

2.1.1 Models of visual word recognition 

Most of the early models of word recognition (e.g., Gough, 1972; Massaro, 

1975; Morton, 1969; Smith & Spoehr, 1974; Theios & Muise, 1977) relied upon two 
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assumptions. First, the human information processing system involves a series of 

processing stages that work in a serial, non overlapping fashion. Information flows 

only through one way, that is, forward, through the systems and, further, each stage is 

essentially gets completed before the next begins. The notion is that a stage is ready to 

pass information on to the next stage only when the activation at the prior stage 

reaches a threshold. In contrast, models proposing that information passes between 

stages as soon as information at one stage begins to be activated are referred to as 

“cascaded” (McClelland, 1979). The second assumption was that the word 

recognition system is an autonomous system, that is, it works only with the 

information stored within it, in particular, the information that can be referred to as 

lexical information (Forster, 1981; Theios & Muise, 1977). These models proposed an 

initial perceptually based process that leads to the activation of sub lexical units (letter 

units).The activation of these sub lexical units allows the formation of prelexical code. 

This code activates those word (lexical) units that are more or less consistent with it. 

Ultimately, one of these units is selected or accessed and meaning gets activated/ 

processed. The models of visual word recognition are broadly classified as search and 

activation models. Search models assume threshold, autonomous processing in which 

readers recognize a word by comparing a prelexical code against a set of lexical codes 

until a match is obtained. The search is not through all of lexical memory but rather, 

some process designates a section of lexical memory as the optimal search area and 

the search is confined there. The bin model and activation-verification model are the 

best exemplars for search models. Activation models represent the other end of the 

continuum from the search models in terms of cascaded and autonomous processing. 

The well known activation models include the interactive activation model and 

parallel distributed processing model. 
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According to Forster’s (1976) bin model, the lexical system involves three 

peripheral access files and a master file. Each contains information about all the 

words in the mental lexicon. The three peripheral files are orthographically, 

phonologically and semantically based and each of these serves as a means of getting 

to word in the master file where all the information about the word is contained. It is 

relevant to visual word recognition to focus on the orthographic file in which each 

word in our lexicon contains an entry. In each entry in the orthographic file are two 

things, an orthographic access code, which is a description of the orthographic 

properties of the word, and a pointer to the location for that word in the master file. 

When a word is viewed, a perceptual process turns that word into a prelexical code 

that forms orthographic access codes. The orthographic file is then searched by 

comparing the prelexical code with the orthographic access codes. This search is 

constrained to a section of the orthographic file which is organized into bins that 

contain similar orthographic access codes. So, for example, the words CAT and CAN 

would probably be in the same bin. In essence, the search is constrained to the bin that 

is most likely to contain the word being viewed. If the search through the designated 

bin turns up a close match with one of the entries, the location of this entry is noted 

while the search continues, looking for other close matches. If a match is close 

enough, the entry is opened and the pointer to the master file is used to access the 

word’s entry in that file. This process engages a second analysis, referred to as “post-

access check,” which compares the properties of the stimulus with the properties of 

the word in the master file. If this comparison is successful, the word has been 

successfully recognized. 

In contrast to Forster’s model, Paap, Johansen, Chun, and Vonnahme (1982; 

2000) proposed the activation-verification model which assumes cascaded processing 
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in visual word recognition. In this model, letter units are activated first and then word 

units are activated in a serial, but cascaded manner (information passes through the 

system before initial processing is complete). Activity at the letter level continuously 

feeds into the lexicon with the activation of respective lexical unit being a function of 

the activity levels of that word’s constituent letters. It is the activity levels in the 

lexicon that determine which set of words which are selected for further processing. 

The nature of further processing is crucially dependent on whether the reader has been 

able to establish a “refined perceptual representation of the word” (Paap et al., 1982, 

p. 574), which usually happens in normal reading. In this case, the set of selected 

words is serially verified against the perceptual representation. If there is a sufficient 

match between a word and the perceptual representation at any point, the word is 

accepted and the verification process is terminated. Thus, a probabilistic selection is 

made from among the selected words based on the activation levels of those words. 

Further, the models were refined which formed the core for a number of other 

models in the literature. The interactive activation model (McClelland & Rumelhart, 

1981) was specifically intended to be a model that would explain the effects of 

higher-level information on lower-level processing, in particular, the word superiority 

effect. In the model, there are three levels of representation: feature, letter, and word. 

When processing begins, there is a continuous flow of activation from feature-level 

representations to letter-level representations to word-level representations, as well as 

from word-level representations back to lower level representations (feedback 

activation). There is also a flow of inhibition between representations at the same 

level. Lexical selection is achieved when the activation in a lexical representation 

exceeds a threshold. These models rely on the assumption that the core phenomenon 

in word recognition is selecting and accessing (isolating) the lexical unit. More 
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recently, this notion of lexical unit is substituted with a lexical system which are sets 

of distributed, sub symbolic codes representing the attributes of the words in the 

lexicon. The word recognition process is the process of activating the appropriate sets 

of these codes. The models are referred to as parallel distributed processing (PDP) 

models. Seidenberg and McClelland (1989) proposed PDP models with a word 

recognition system which involves three types of mental representations 

(orthographic, phonological and semantic representations). Units of each type are 

assumed to be connected to units of the other types, producing the triangle 

representation. When presented with a word, the units at all levels begin to activate 

(and inhibit) each other, resulting in a pattern of activation across all the units. These 

activation patterns, which initially will be quite inaccurate, are compared with the 

correct patterns and then weights between units are adjusted in order to make 

processing more accurate the next time. This process continues with each new 

exposure to the word. As a result, over time, activation in one set of units comes to 

produce the appropriate activation in the units in the other pools (e.g., orthographic 

processing of the visually presented word CAT allows the activation of the 

phonological units for the phoneme sequence [kat]). 

To explicitly explain the phenomena of visual word recognition, any model 

should address replicability criteria and its likelihood to reflect the architecture of 

visual word recognition system. However, the efficacy of model varies with respect to 

the paradigm employed in the experiments. To name a few: word superiority effect, 

word frequency effect, ambiguity effect, and priming effect. Word superiority effects 

refer to the accurate processing of lower level units (letters) when presented words 

than non-words (Reicher, 1969; Wheeler, 1970). In case of word frequency effect, 

frequently encountered words are recognized rapidly than infrequent words (Becker, 
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1976; Forster & Chambers, 1973; Monsell, 1991; Monsell, Doyle, & Haggard, 1989). 

The priming effects are usually seen on presenting a related prime than an unrelated 

prime prior to the target word (Lupker, 1984; Shelton & Martin, 1992). Neighborhood 

effects have shown variable findings (Grainger, 1990; Grainger & Jacobs, 1996; 

Grainger, O’Regan, Jacobs, & Segui, 1989). All these effects are found to be task 

dependent. The effects of word superiority, word frequency, ambiguity and priming 

are usually seen in lexical decision tasks. On the other hand, naming tasks would have 

the effects of regularity and length of the words. There are also effects based on the 

response to non words in lexical decision task such as nonword legality effect 

(Rubenstein, Lewis, & Rubenstein, 1971; Stanners & Forbach, 1973), the pseudo 

homophone effect (Coltheart et al., 1977; Dennis, Besner, & Davelaar, 1985), and the 

nonword neighborhood size effect (Coltheart et al., 1977). The various models 

discussed above have their strengths and weaknesses based on their ability to account 

for the basic phenomena of visual word recognition. Since the early 1970s, several 

studies have been made in terms of understanding the visual word recognition 

process. A major trend that has emerged during this time period has been uplift 

towards word recognition models that assume considerable interactivity among the 

various types of lexical and semantic structures.  

2.1.2 Interaction with semantics and syntax 

One question, which relates to the trade-off in visual word recognition, is 

whether the mental lexicon is organized by morphemes or by words. Factors involved 

in retrieving information from the lexicon are semantic priming, word frequency, 

morphological structures, lexical ambiguity and retention of lexical items. More 

recent studies says that there are actually two routes to recognition for polymorphemic 

words, one based on morphological analysis and the other based on whole-word 
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storage.In one instantiation of this dual-route view, morphologically complex words 

are simultaneously analyzed as whole words and in terms of morphemes. In the model 

of Wurm, 1997; Wurm and Ross, 2001, the system maintains a representation of 

which morphemes can combine, and in what ways. A recognized or given word root 

is checked against a list of free roots that have combined before in the past with the 

prefix in question. 

In another instantiation of the dual-route view, some morphologically complex 

words are decomposed and others are not. There is an argument among psychologists 

that the central function of the cognitive reading system is to extract meaning from 

visual symbols (i.e., written words). There is, however, considerable disagreement 

concerning the precise way in which meaning is accessed during reading. For 

example, the role of phonology and orthography in semantic access continues to be 

the focus of a great deal of controversy within the reading literature (see, e.g., Frost, 

1998). Some theories hold that semantic access is mediated by phonology (e.g., Frost, 

1995, 1998; Lukatela & Turkey, 1994a, 1994b; Van Orden, Pennington, & Stone, 

1990), whereas other theories hold that phonological computation is unnecessary and 

that semantic information can be recovered directly from orthography (e.g., Coltheart, 

Rastle, Perry, Langdon, & Ziegler, 2001; Forster, 1976). 

During visual word recognition, the interaction between semantics and syntax 

(specifically morphosyntax) are directly related to the interaction between phonology 

and orthography. The mechanisms of phonology-orthography interaction are 

associated with the structure of the language under study. The orthographical 

representation of the word depends on the characteristics of the language which in 

turn influences the word recognition abilities. In case of monolinguals, only one 

language needs to be accessed and recognized. On the other hand, bilinguals have to 
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select, access, and recognize words in two languages as per the task demands. 

Evidence so far suggests that the hierarchical structure as well as the interactions 

across the different levels of representations is plausible for both monolingual and 

bilingual visual word recognition, at least for alphabetic languages and for bilinguals 

whose two languages share the same alphabet. Research in bilingual population is 

gradually expanding because the number of people speaking two or more than two 

languages is outgrowing rapidly compared to people who speak one language 

(monolinguals) across the globe. 

2.2 Bilingual visual word recognition 

Bilingualism and/or multilingualism is considered more a norm than an 

exceptional phenomenon in today’s world. Bilingualism is considered as the equal 

mastery of two languages. The native language is referred to as first language (L1) 

and the language learnt later as second language (L2). Language representation in 

human brain is usually studied by psycholinguists. With an increase in the bilingual 

population across the world, the representation and processing of L1 and L2 in 

bilingual brain stands as the main focus of research in psycholinguistics. The 

representation of L1 and L2 in the bilingual brain has taken variable views. 

Information perceived in any language gets stored in the lexical memory either 

through auditory or visual modality. The storage can be through spoken or visual 

word recognition; however, the representation and processing also differs with respect 

to the modality of the input. 

2.2.1 Mental lexicon in bilinguals 

The nature and type of mental lexicon in bilinguals was always a big dispute 

between researchers. Even though if the language system is separate in practice, still 

they share some information. This arise a question whether the languages are 
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represented separately as independent modules in memory or all languages are 

represented in a shared, interdependent semantic module. These questions should be 

addressed properly for the understanding of bilingual behavior and for more general 

models of memory and representation. An attempt to address these issues has been 

made by the following models. 

(a) The common-store hypothesis or interdependence hypothesis 

This hypothesis proposes that there is just one lexicon and one semantic 

memory system consisting of words from both languages and stored in it (Mc 

Cormack, 1977).In daily life every highly proficient bilinguals are able to 

translate languages very easily, voluntarily and rapidly. This can be considered 

as a support for this hypothesis. The evidence from the study of Grainger, 

1993 suggests that non-target lexical system is always active to a certain 

extent so that language interference is happening in the most monolingual of 

processing situations. 

(b) The separate store hypothesis or independence hypothesis 

It states that there are distinct storages for each language so that the language 

processing in one language does not automatically affect the language 

processing in the other language (Kolers, 1963). This hypothesis has more 

evidences from laboratories. 

(c) The hierarchical hypothesis 

This hypothesis says that none of the two hypotheses, that is the common store 

hypothesis and separate store hypothesis does not describe bilingual lexical 

representation because various experimental tasks emphasize different 

processes (Gerard & Scarborough, 1989). In general, findings with tasks that 

emphasize surface attributes support the independence or separate-store 
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hypothesis while findings with tasks that emphasize semantic or conceptual 

attributes support the interdependence or common-store hypothesis 

(Durgungolu & Roediger, 1987). 

In order to further substantiate the proposed hypothesis, models of 

lexical organization have been proposed by researchers and are described 

below. 

2.2.1.1 Models of bilingual lexical organization 

The bilingual lexical organization is a difficult question in the field of 

psycholinguistics. From the past few decades researchers are trying to find the 

representation of mental lexicon in bilingual’s brain. There are few models proposed 

to support or reject the hypothesis. All models distinguish two levels of 

representation-one lexical with two language specific stores and one conceptual, 

comprising a single store. According to Kroll and De Groot (1997) word 

representation in bilingual literature is decomposed into form and meaning, the former 

represented at the lexical level and latter at the conceptual level. Various models have 

been proposed on the basis of connections within and between lexical and conceptual 

level of representation. 

Hierarchical models 

(a) Word association model (Potter, VonEckhart & Feldman, 1984): In the 

Word Association Model, lexical representations from L1are directly 

linked to the conceptual system whereas, the words of L2 are connected 

only to L1 and have no direct connections to the conceptual system. That 

is if bilingual needs to access the meaning of L2 word then first there 

would be an activation of corresponding L1 word. Only then, he or she can 

access the meaning of the word. 
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(b) Concept mediation model (Potter et al.,1984) 

It suggests that representations of the two languages are not directly 

connected. Instead the two language representations operate as separate 

systems that each directly connect to a modal conceptual system. 

(c) Revised Hierarchical model (Kroll & Stewart, 1994) 

This assumes that words in a bilingual’s languages have separate word 

form representations but shared conceptual representations. Two routes 

lead from an L2 word form to its conceptual representation-the word 

association route, where concepts are accessed through the corresponding 

L1 word form, and the concept mediation route, with direct access from L2 

to concepts. 

 

Figure 2.1. Hierarchical models (Source: Menenti & Indefrey, 2006) 

When Potter et al. (1984) tested these models on bilinguals they found that L1-

L2 (forward) translation was faster than L2 picture naming since picture naming 

requires the retrieval of L1, L2 and the concepts whereas forward translation requires 

only L1 and L2 lexical retrieval. Later, Kroll and Stewart (1994) stated that the time 

taken during the translation from L2 to L1 is faster than L1 to L2 i.e. there is an 

asymmetry in the lexical and conceptual connections between L1 and L2. They 

posited that this asymmetry is because the concept mediation takes place only in L1-

L2 translation. This view of Kroll and Stewart is known as the revised hierarchical 
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model (RHM). Thus, RHM stands by two aspects: first, there are both lexical and 

concept mediated links between L1 and L2. The lexical link is stronger in L2-L1 and 

conceptual link is stronger in L1-L2 direction. Second, the connections between the 

lexical and conceptual links are dependent on the language proficiency. According to 

this model, both lexical and conceptual links are active in the bilingual memory, but 

the strength of the links differs as a function of fluency in L2 and relative dominance 

of L1 over L2. The conceptual asymmetry results from the evidence that L1 words are 

more likely to engage semantic processing than their L2 translation equivalents, given 

the assumption that the activated concepts are shared by both L1 and L2. After L2 

proficiency is achieved, the lexical link from L2 to L1 remains but the conceptual 

links between L2 lexical items and the concepts are established. As L2 proficiency 

increases, direct access to concepts from L2 will be gradually established and 

backward translation should not differ from forward translation because of L2 

conceptual mediation. 

Connectionist models 

The set of models called the connectionist models also attempt to explain the 

bilingual memory as explained here. BIA (Bilingual Interactive Activation) and BIA 

+BIA (Djkstra and Van Heuven,1998) is an extension of Interactive Activation model 

(McClelland and Rumelhart,1981).The basic assumption of this model is integrated 

lexicon and it is successful in extending effects observed in single language to 

bilinguals. According to the BIA model, when a string of letters is presented, the 

visual input will have an impact on particular features at each letter position. This 

activation of these related features will subsequently stimulate the processing of the 

letters that contain these features and at the same time inhibit the processing of the 

letters for which the features are not activated; the stimulated letters further excite 
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words in both languages which contain the activated letter while all other words are 

inhibited. At the word level words are inhibited depending on the features irrespective 

of the language to which they belong to. Word nodes activated in one language send 

activation on to the corresponding language node; also, activated language nodes send 

inhibitory feedback to all word nodes in the same and the other languages. Thus, the 

main function of these language nodes is to compile activation from words in the 

language they represent and inhibit the active words of the other language. The 

activation of the language nodes reflects the amount of activity in each lexicon in 

bilinguals provided the features of the words in both the languages in the visual mode 

matched (Walter, Van Heuven, Dijkstra &, 1998).Target word recognition in one 

language is influenced by the neighborhood density and frequency of such 

orthographically similar words in the other language (Andrews, 1989, 1992; 

Carreiras, Perea & Grainger, 1997). 

BIA was further extended as BIA + (Dijkstra & Van Heuven,2002) which 

speaks of two processes within the lexico-semantic system in bilinguals: An 

automatic or bottom- up process which is essentially driven by stimulus input and 

involves modification of the level of activation and an intentional or top-down process 

that alters the response to the signals coming from the bilingual lexico-semantic 

system, but does not modify activation levels within the system. But, the main 

problem with the BIA model is that though it speaks of language nodes it does not 

speak how they came to form in the first place. Though it speaks of an integrated 

lexicon, the division into two language nodes somehow again questions this approach. 

Even though researchers have agreed upon the presence of a separate semantic or 

conceptual level in bilingual memory structure, there is no emphasis on such concept 

in BIA. 
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Figure 2.2.Bilingual Interactive Model (BIA)(Source: Dijkstra & Van Heuven, 1998). 

2.2.2 Representation of translation equivalents in bilingual lexicon 

The representation of translation equivalents in bilingual lexicon can have two 

assumptions. It assumes that the translation equivalents of both the languages can 

either be directly connected through connections between the forms of two languages 

(word association hypothesis), or indirectly connected via a shared semantic 

representation between the two languages (concept mediation hypothesis). This 

shared semantic representation further could either be localist (a single node 

corresponding to the shared concept) or distributed across a set of semantic features or 

meaning units (DeGroot, 1992), or both. In addition to these, a hierarchical model of 

bilingual processing has been put forth (Kroll & Sholl, 1992; Kroll & Stewart, 1994), 

where the level of L2 proficiency determines the degree to which bilinguals rely upon 
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form to form connections or word association as opposed to concept mediation. 

Frenck-Mestre and Prince (1997) in contrast have demonstrated that L2 processing 

was independent of L1 translation links in less proficient speakers and also highlights 

concept mediation. Translational equivalent primes result in faster reaction times 

relative to unrelated primes (Keatley et al., 1994; Gollan et al., 1997; Jiang, 1999; 

Jiang & Forster, 2001; Basnight-Brown & Altarriba, 2007; Duyck & Warlop, 2009; 

Dunabeitia & Perera, 2010; Schoonbaert, 2011). Many translational priming studies 

suggest that translation equivalents have a shared representation (Keatly et al. 1994; 

Dunabeitia et al. 2010; Schaeffer, Paterson, & McGowan, 2014) and activation of 

shared representations facilitates automated processing (Schaeffer & Carl, 2013). 

One of the models which explain the translational priming mechanism is the 

Sense model. The Sense model assumes that most words have different meanings 

according to the context in which they are used and that the range of senses that a 

word has will differ across languages. Translation equivalents typically share the 

dominant sense, but may differ in the remaining senses. Thus, translational priming 

depends on the representation of L1 and L2 at semantic level due to difference in the 

senses activated for L1 and L2. Translation priming also depends on the ratio of 

senses which prime and those that do not prime the senses associated with the target. 

In order to facilitate priming, it is essential to activate an ample proportion of the 

target senses. Priming from L1 to L2 has a stronger effect because the L1 prime can 

activate greater proportion of the L2 target senses. On the other hand, priming from 

L2 to L1 is weaker because the L2 prime might activate only the dominant sense of 

the L1 target, thus reducing the ratio of primed to unprimed senses associated with the 

L1 target compared to that in the L1 to L2 direction. This asymmetrical activation 

affects the degree of priming depending on the type of task selected; specifically more 
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in a lexical decision task. Since no category information is available in lexical 

decision task, filtering effect with respect to the category will not be present. Hence, 

there will be no increase in the ratio of primed to unprimed senses in the L2–L1 

direction because of which, no priming is observed. Whereas in semantic 

categorization task, the category which has been provided is assumed to act as a kind 

of filter and restricts the activation to just the category-relevant features of the target. 

Therefore, it increases the ratio of primed to the unprimed senses even in case of L2– 

L1 priming. This explanation is referred to as the Category Restriction Hypothesis 

(Finkbeiner, Forster, Nakamura & Nicol, 2004). The sense model, in general, claims 

the idea of asymmetrical lexical and semantic representations between L1 and L2 in 

bilingual mental lexicon, which in turn causes the asymmetry in terms of translation 

during lexical decision.  

Wang & Forster (2010) conducted a study to investigate whether the 

translation effect occurred only to exemplars, ruling out the possibility of congruence 

effect, and the role of the category information in translation priming. Results 

obtained were in support of the assumptions of the sense model. However, the sense 

model claims translation symmetry in semantic categorization task with the 

assumption that the category serves as a filter to eliminate the representational 

asymmetry. Only Sense Model is able to provide an account for the priming 

asymmetry and its dependence on the task till date. 

2.2.3 Translational processing in bilinguals during visual word 

recognition 

The studies in this regard have aimed to identify the way in which the words 

of both the languages in bilingual are connected to each other and also to their 

semantic representations (Potter, So, Von Eckhardt, & Feldman, 1984).One of the 



25 
 

most interesting findings reported was a consistent asymmetric pattern of priming 

effects in the translation pairs; semantic interference was observed only in L1-L2 

direction and not vice versa (Kroll & Stewart, 1994). The forward translation (L1 to 

L2) was semantically mediated and backward translation (L2 to L1) took place 

without any semantic mediation. Schwanenfluegel and Rey (1986) studied the 

influence of cross language semantic and translation priming in lexical decision in 

early Spanish-English bilinguals (300ms SOA). Results revealed a robust priming 

effect in both L1-L2 and L2-L1 directions. Therefore, Tzelgov and Ezra, (1992) 

suggested that this asymmetry across individuals is not systematic and does not show 

a specific trend. Recent study conducted by Kroll, Van Hell, Tokowicz, & Green 

(2010) has suggested the existence of semantic mediation in backward translation and 

also found that backward translation task was easier than forward translation task. 

This result was interpreted as evidence showing asymmetry in the connections 

between translation equivalents; the existence of more efficient or stronger 

connections between L2 words and their L1 counterparts as compared to L1 words 

and their L2 translations. 

Studies on language processing bilingual, experimental paradigms of semantic 

and translation priming are widely used to explore the structure of bilingual lexicon. 

Priming paradigms facilitate study of automatic processing that is crucial to an 

understanding of language processing in bilinguals. In Translation priming, prime 

word will be presented in one language (L1/L2), and the target word will be presented 

in the other language (L1/L2), which will be the translation of the prime word.In 

translational priming, presentation of a prime words will automatically causes lexical 

entry (Forster & Davis,1984) to be activated so that less target processing has to be 



26 
 

done before a response is made [short SOAs (Stimulus Onset Asynchrony: The 

amount of time between the beginning of the prime and the beginning of the target)]. 

2.3 Methods to study visual word recognition 

Visual word recognition is commonly studied through psycholinguistic 

experiments with reaction time measures. Reaction time in the context of visual word 

recognition refers to the time taken to recognize the word presented visually. The 

response of recognition is usually noted through a button press indication in 

psycholinguistic experiments. In addition to the speed of recognition, the accuracy in 

recognizing the word is also considered. The commonly used tasks in the literature are 

lexical decision, lexical judgment, and lexical naming.  

2.3.1 Lexical decision, Lexical judgment and Lexical naming 

In the lexical decision (LD) task, the participant makes a speeded manual 

decision to a letter string on the computer screen that whether it is a word or non-

word. Lexical judgment (LJ) refers to an advanced decision as in judging whether the 

target word is translated word of the given word or not. In the naming task (NAM), 

the participant speaks aloud, as quickly as possible, a word that is printed on the 

screen. In both tasks, the measures of interest are the speed and accuracy of response. 

Because responses are speeded, the process of identifying a word is automatic, not 

labored, and is thought to be similar in important ways to the word identification 

process in natural reading. These tasks have been used to examine the characteristics 

that affect word identification, including word length, spelling regularity, 

neighborhood density, bigram frequency, word frequency, imageability, 

morphological transparency, orthographic depth and bilingualism (Frost & Katz, 

1992). Also, LD and NAM have been employed frequently to assess models of 

printed word identification, lexical access, syntactic and semantic processing i.e., 
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hypotheses and theories about the reading process (Feldman & Andjelkovic, 1992). 

For example, LD and NAM tasks have been the main techniques used to study the 

extent of the involvement of phonology in printed word identification i.e., the 

importance of decoding-like processing (Lukatela & Turvey, 2000; Rastle & 

Coltheart, 2006). Ziegler and Goswami (2006) reports that LD task promotes 

processing at larger orthographic grain-sizes than the grapheme, e.g., at a multi-letter 

scale while fMRI data suggest that the NAM task promotes the generation of 

phonology for word identification more than the LD task.  

The lexical decision (LD) and naming (NAM) tasks serve as the major tools 

for investigating how factors like morphology, semantic information, lexical 

neighbourhood and others affect word identification. Studies which have incorporated 

both the tasks are limited and hence little research into relation of performance of both 

tasks with reading ability is done. Study done by Katz et al(2011) reported that lexical 

decision and naming are two important tasks for the study of individual differences in 

reading. 

Forster and Chambers (1973) proposed that lexical decision and naming words 

access the same representations of words in the mental lexicon. It is shown that the 

correlation between stimuli over tasks is due to word length in letters rather than word 

frequency. Further experiments with orthographically illegal non-words and 

orthographically legal but pseudo word like non-words showed that lexical decisions 

need not be influenced by word length but are influenced by word frequency. This 

suggests that the letter length effect is due to a post access spelling check. Finally, 

blocked naming, of words only, produces results similar to lexical decision, without 

length effects but with frequency effects indicative of lexical access. These results 
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suggest two separate and independent routes to word naming, both of which are 

mediated by lexical knowledge. 

Reaction time for naming and lexical decision for samples of words, non-

words, and unfamiliar words were compared in the study of Kenneth et al (1973). It 

was found that naming times for words were shorter than for non-words, and that 

naming times for high frequency words were shorter than for low frequency words, 

indicating that word naming occurred as a result of a lexical search procedure, rather 

than occurring prior to lexical search. The naming paradigm employed by Fiez et al 

(1999) involves the activation of phonological codes and the articulation of word and 

non-word stimuli. In the lexical decision task, however, these processes are not 

necessarily required. It was also found that there was a positive correlation between 

naming times and lexical decision times for words, but not for non-words. Reaction 

time and naming time depends on the frequency of words. Both reaction time and 

naming time is short for high frequency words and long for low frequency words.  

Lexical judgment in the present study refers to the ability to judge whether the 

target word is the translated word to the given word. Lexical judgment is more of 

higher cognitive function than lexical decision task. In lexical decision, we just have 

to see whether the word is present in the mental lexicon or not. But in judgment task, 

we have to see the word and we have to relate it to semantic features. Majority of the 

studies used for word recognition have used lexical decision paradigms. Research on 

visual word recognition using lexical judgment paradigm are limited in the literature.  

2.4 Visual Word recognition in Indian (Kannada-English) bilinguals  

Kannada is one of the major Dravidian languages in Southern part of India. It is 

considered to be the state language of Karnataka state and is spoken by around 20 

million people. The literacy tradition of Kannada dates back to 1,200 years. The 
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language has influentially undergone many changes in its morphological and 

orthographical structure (Rajapurohit, 1982). The following features differentiate 

Kannada from English:  

(a) Phonetic arrangement of the script 

(b) Inherent /a/ in consonants 

(c) Short and long vowels  

(d) Existence of retroflex consonants 

(e) Differentiation between /la/ and /ḷa/; /na/ and /ṇa/ 

Kannada script (like Korean) is a mixture of syllabic and alphabetic principles. 

It is taught syllabically whereas English orthography is morphophonological 

(sequence of phonemes and its constituent morphemes are decoded simultaneously). 

English language is being taught to speak, read and write at a younger age in India 

and henceforth everyone in India is at least bilingual. English Bilingualism has now 

become an integral part in the modern multilingual Indian linguistic context. Since 

Kannada is a semi-syllabic language, visual representation of orthographic features 

has a unique relation with word recognition due to factors such as automaticity and 

inflectional morphology (Purushothama, 1986; Bhat, 2012, 2013).  

Kannada and English being non-cognate language pair have shown significant 

priming effects in Johnson & Premas’ study in 2005. Priming effects were found to be 

larger in L1-L2 direction which may be due to the stronger conceptual connections 

from L1 to concept store (Revised Hierarchical Model). The difference in the scripts 

has reduced the orthographic competition resulting in priming effect thus supporting 

the shared representation view of bilingual lexicon. Johnson concluded that this 

orthographic distance between Kannada and English did not negatively influence the 

priming effect but showed a clear evidence of semantic mediation in bilinguals. 
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Visual word recognition in Kannada and English can be assumed to be 

variable because these being two different languages with respect to grammar and 

orthography. This variance can be attributed to several factors of the language 

structures. Sweety, Meera, Aishwarya and Jayashree (2009) have done a cross-language 

priming (translational and semantic) experiment on 18 healthy Malayalam-English 

bilingual adults for examining their lexical organization. They used a total of 126 word 

targets including translational equivalent word pairs, semantically related and 

semantically unrelated word pairs which were presented in both language directions. 

They did not find any difference with respect to the priming effects in either of the 

language directions, relatedness of the prime and target words and the two types of 

priming paradigm incorporated. But they have reported that the performance of bilinguals 

is better than monolinguals in terms of lexical decision which supports the assumption of 

revised hierarchical model (Kroll and Stewart, 1994). Prema, Abhishek, and Prarthana 

(2010) have reported that in Indian bilinguals, lexical priming is one of the convenient 

tools to examine the lexical representation. Research is being done in this regard using 

priming paradigm and these studies have reported on the lexical representation in Indian 

bilinguals (Deema, 2005; Pravesh, 2009; Sweety, 2009). The lexical representation in 

brain damaged bilingual individuals has also been studied (Rajani, 2005; Mandira, 

2013).The lexical retrieval in Kannada-English bilinguals using masked priming tasks 

depends on the prime duration, orthographical structure and type of processing the 

orthography of Kannada and English languages (Niharika & Prema, 2015). The same 

was studied in older population using repetition priming paradigm (Shrilekha & 

Prema, 2015). However, these factors need to be explored in detail. In this regard, the 

present study aims at looking into visual word recognition using lexical decision and 

lexical judgment tasks in Kannada-English bilinguals using translation words. 
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CHAPTER 3 

Method 

The aim of the study was to examine the nature of visual word recognition in 

Kannada-English bilinguals through lexical decision and lexical judgment tasks of 

translated words. 

The objectives of the study were 

3) To compare the performance of bilinguals on visual word recognition between 

lexical decision and lexical judgment tasks. 

4) To examine the reaction time and accuracy for visual word recognition in 

lexical decision and judgment in Kannada-English bilinguals. 

3.1 Participants 

30 bilingual adults (Kannada-English) in the age range of 18-25 years were 

selected for the study. 

3.1.1 Participant selection criteria 

• All the participants were native speakers of Kannada (L1), and have learnt 

English as their second language (L2).  

• The participants were screened for visual acuity using Snellen chart (Snellen, 

1862; British Standard Institution, 2003); neurological status on Mini Mental 

Status Examination (Folstein et al, 1975); childhood disability using WHO 

Ten Question Disability Screening Checklist (Singi, Kumar, Malhi & Kumar, 

2007).  

3.2 Procedure 

3.2.1 Stimuli 

Stimuli were used from online bilingual proficiency test (Prema, 2012), 

hosted in the website of All India Institute of Speech and Hearing.  
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3.2.1.1 Selection of stimuli for development of online bilingual proficiency test 

Stimuli for the present study were selected from Prema (2012). Prema (2012) 

selected seven hundred words/three fifty each in Kannada and English that were 

subjected for familiarity rating on  3-point scale (2- very familiar,1-familiar,0-least 

familiar) by 3 experienced professionals. The words rated by the experts as 2 and 1 

were selected for the final set of stimuli. The target stimuli selected are simple, 

concrete nouns. Stimuli are bi/tri syllabic words. A few complex abstract nouns were 

also included to increase the level of complexity in LDT. 

The stimuli were programmed using DMDX software version 4.0. The target 

words, non-words and their prime words were programmed for presentation. There 

were 35 non-words and 65 words as target stimuli in the Kannada to English direction 

and 31 non words and 69 words were there in English to Kannada language direction. 

Each word was displayed in black color on white background. Priming stimulus was 

displayed in the center line of computer monitor whereas target stimulus appeared 5 

centimetres above the centre line to ensure that the participants distinguish the prime 

and target. This was applied for the stimuli of lexical judgment task also. Each prime 

was displayed for 50 milliseconds in lexical decision task and first stimulus of lexical 

judgment was displayed for 2000 milliseconds. This was followed by an inter-

stimulus duration of 250 milliseconds following which target stimulus was displayed 

for 2000 milliseconds for both the tasks. The maximum duration available for the 

participant to respond was 4000 milliseconds. The reaction time was measured as the 

time taken from the start of stimulus until the participant responds or until 4000 

milliseconds, whichever occurs first. If the participant failed to respond to the target 

within 4000 milliseconds, the response was recorded as error, and inter-trial interval 

was initiated followed by a presentation of subsequent stimulus of the next pair of 
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stimuli. The “1” key on key board is used to indicate “yes” response and “0” for “no” 

response. 

3.2.2 Presentation of stimuli 

Presentation of the stimulus was done via online mode. Participants were 

required to register in the web portal to carry out the test. Instructions were displayed 

on the screen. Each task took 15-20 minutes. Five trial items were presented for 

practice.  

Task one: Lexical decision along with naming 

Task two: Lexical judgment along with naming  

Table 3.1  

 

Stimuli duration and order of language directions 

 

LDT LJT 

Prime Target Prime Target 

English (50ms) Kannada (2000ms) English (2000ms) Kannada (2000ms) 

Kannada (50ms) English (2000ms) Kannada(2000ms) English (2000ms) 

  

3.2.2 Experimental tasks 

3.2.2.1 Task one (lexical decision) 

100 word pair stimuli from English and Kannada were presented in both 

language directions. Participant had to respond only for the second stimulus 

(target stimulus). Participant had to press “1” or “0” for word and non-word on the 

keyboard respectively. 

Instructions 

(1) Kannada-English condition 
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“You will see a Kannada word initially on the screen, then one English word 

will be displayed on the screen. You have to see whether the English stimulus 

is word or non-word and press “1” or “0” for word and non-word on the 

keyboard respectively and along with that read aloud the English Stimulus 

displayed.” 

(2) English-Kannada 

“You will see an English word initially on the screen, then one Kannada 

stimulus will be displayed on the screen. You have to see whether the 

Kannada stimulus is word or non-word and press “1” or “0” for word and non-

word on the keyboard respectively and along with that read aloud the Kannada 

stimulus displayed. 

Table 3.2  

Examples of stimuli LDT  

 

Language 

direction 

Words Non-words 

Prime Target Prime Target 

K-E ಸೂಜಿ needle ಮನೆ ESHO 

E-K water ನೀರು bone ರುನೀ 

Note: Refer ARF project 3.47 for entire stimuli set 

3.2.2.2 Task two (Lexical judgment) 

Participants were presented with stimulus on the screen; participant had to 

silently read the first stimulus. After 250 ms, target stimulus was presented. 

Participant had to press ‘0’ or ‘1’ by deciding whether the target stimulus was the 

translated word of the first stimulus presented. If it is translated word, then participant 
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had to press ‘1’, if not, press ‘0’ on the keyboard. 100 stimuli each from Kannada and 

English were presented in both language directions for this task also.  

Instructions 

(1) Kannada- English 

 “You will see a Kannada word initially on the screen, You have to read the 

word aloud and then one English word will be displayed on the screen. You 

have to see whether the English stimulus is the translated word of the Kannada 

word given initially and press “1” or “0” for translated word and untranslated 

word on the keyboard respectively and along with that read aloud the English 

stimulus displayed.” 

(2) English-Kannada 

“You will see an English word initially on the screen and then one Kannada 

stimulus will be displayed on the screen. You have to see whether the 

Kannada stimulus is the translated word of the English word given initially 

and press “1” or “0” for translated word and untranslated word on the 

keyboard respectively and along with that read aloud the Kannada stimulus 

displayed.” 

Table 3.3 

 

Examples of stimuli in LJT 

 

Language 

direction 

Words Non-words 

Prime Target Prime Target 

K-E ರಕ್ತ blood ಮೊಲ Telb 

E-K jasmine ತೆರಚಿ sculpture ರುಮ 

Note: Refer ARF project 3.47 for entire stimuli set 
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The study was counter balanced as shown in the table 3.4 

Table 3.4 

 

Representation of counter balanced groups 

 15 1515 15 115 

1  LDT 

English-Kannada 

Kannada-English  

LJT 

English-Kannada 

Kannada-English  

2  LJT 

English-Kannada 

Kannada-English  

LDT 

English-Kannada 

Kannada-English 

 

Stimuli were same for both the tasks. Participants were allowed to have a 

break between the two tasks. Break was given in the range of one day to two days. 

Naming response was recorded in the inbuilt microphone of the lap top which was 

used for the tasks. Accuracy (both verbal and key press) and reaction time of the 

responses were considered for the analysis. 

3.3 Scoring 

The responses for key press were generated by the software and consisted of 

reaction time and accuracy of responses. Positive value indicated the accurate 

response whereas negative value indicated inaccurate response. Accuracy for verbal 

naming was calculated subjectively by listening to all recorded samples. 
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3.4 Statistical analysis 

Descriptive statistics was done to analyse the data obtained from bilingual 

participants on visual word recognition. The reaction time, key press and verbal 

accuracy scores for all tasks of all the participants were compared for both the tasks 

(decision and judgment), for two (Kannada and English) language directions and for 

words and non- words. With-in group comparison was done for independent variables 

age and language. 
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CHAPTER 4 

Results and Discussion 

The aim of the study was to examine the nature of visual word recognition in 

Kannada-English bilinguals through lexical decision and lexical judgment tasks of 

translated words. 

The objectives of the study were 

1) To compare the performance of bilinguals on visual word recognition 

between lexical decision and lexical judgment tasks. 

2) To examine the reaction time and accuracy for visual word recognition in 

lexical decision and judgment in Kannada-English bilinguals. 

The dependent variables considered in the study were reaction time and 

accuracy of key press and accuracy of naming. The independent variables were the 

two tasks (lexical decision and lexical judgment) and language directions (L1 to L2 

and L2 to L1) used in the paradigms. 

Results of the study are discussed in the following sections 

(1) Reaction time and accuracy for words and non-words 

(2) Reaction time and accuracy in both language directions 

(3) Reaction time and accuracy between both the tasks 

(4) Comparison between verbal accuracy and accuracy for keypress 

(5) Comparison between counter balanced group 

For statistical analysis, SPSS (Statistical Package for the Social Sciences) – 

Version 20.0 software was used. Descriptive statistics and non-parametric tests were 

used to derive statistical values. Descriptive statistics was employed to calculate the 

mean and standard deviations of the reaction time. Shapiro-Wilks test for normality 
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was carried out to check the normality. Since the data did not satisfy the normality 

condition, non-parametric tests were selected for further statistical analyses. 

4.1 Reaction time and accuracy of words and non-words 

4.1.1 Reaction time 

To compare the reaction time between words and non-words, Wilcoxon 

Signed rank test was performed. Table 4.1 shows the mean and standard deviation 

scores of reaction time in all the tasks for words and non words. 

Table 4.1 

 

Mean, minimum, maximum and SD for reaction time 

Tasks Mean 

(in ms) 

Minimum 

(in ms) 

Maximum 

(in ms) 

SD 

LDTEKW 1114.74 599.85 2046.94 403.11 

LDTKEW 1054.94 566.24 1944.22 407.83 

LJTEKW 951.59 573.63 1516.79 284.44 

LJTKEW 835.53 463.07 1573.22 292.54 

LDTEKN 1582.44 807.57 2757.47 606.77 

LDTKEN 1477.11 786.57 2721.20 544.41 

LJTEKN 1300.28 669.09 2530.31 403.64 

LJTKEN 1079.34 620.13 2243.85 368.84 

Note: LDT-Lexical decision task, LJT-Lexical judgment task, EK-English to Kannada, KE-Kannada to 

English, W-Word, NW-Non word 

Table4.1 indicates that mean reaction time for words was shorter than for non-

words than words in both lexical judgement and lexical decision tasks. Mean Reaction 

time for LDTEKW was 1114.74 ms and LDTEKN was 1582.44ms.Mean reaction 

time for LDTKEW was 1954.93 ms and for LDTKEN was 1477.11ms. 
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Figure 4.1.Mean reaction time for words and non-words across tasks and language 

directions. 

As depicted in figure 4.1, reaction time for words was comparatively shorter 

than the reaction time for non-words in all the tasks. The reaction time was shorter in 

lexical judgment compared to lexical decision task. Reaction time was shorter for the 

language direction Kannada–English for both LDT and LJT and for both words and 

non-words. 

Wilcoxon signed rank test was performed to test the level of significance 

between the reaction time of words and non-words across tasks and language 

directions. Significant difference was observed in the reaction time for words and 

non-words in both the tasks and in both language directions (LDTEK - |Z| = 4.762, 

p<0.05; LDTKE - |Z| = 4.782, p<0.05; LJTEK - |Z| = 4.720, p<0.05; LJTKE - |Z| = 

4.782, p<0.05). 
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4.1.2 Accuracy for key press 

The accuracy of the key press response for LDT and LJT were recorded for a 

total of 100 stimuli. The mean accuracy scores are tabulated in table 4.2. 

Table 4.2 

Mean, minimum, maximum and SD for accuracy of key press responses 

Tasks Mean Minimum Maximum SD 

LDTEKW 99.02 95.65 100.00 1.40 

LDTKEW 98.20 93.80 100.00 1.72 

LJTEKW 97.14 94.20 100.00 1.99 

LJTKEW 97.33 95.38 100.00 1.81 

LDTEKN 93.33 87.09 100.00 3.97 

LDTKEN 93.04 82.85 100.00 4.73 

LJTEKN 94.83 87.09 100.00 3.24 

LJTKEN 96.66 85.71 100.00 4.12 

Note: LDT-Lexical decision task, LJT-Lexical judgment task, EK-English to Kannada, KE-Kannada to 

English, W-Word, NW-Non word 

The accuracy for LDT in English-Kannada for words is the highest among all 

the tasks (99.02) with the least being for LDT in Kannada-English for non words 

(93.04). However, the results reveal that the participants had more than 90% of 

accuracy in performing key press response during all the tasks. As depicted in figure 

4.2, responses for words were more accurate than responses for non-words in all the 

tasks. 
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Figure 4.2.Mean key press accuracy for words and non-words across tasks and 

language directions. 

Wilcoxon signed rank test was administered to find the significant difference 

between accuracy for words and non-words. Significant difference was found 

between accuracy for words and non-words except in the task LJTKE. (LDTEK - 

|Z|4.507, p<0.05; LDTKE - |Z| = 4.361, p<0.05; LJTEK - |Z|= 3.214, p<0.05; LJTKE - 

|Z|= 0.409, p<0.05) for the comparison between words and non-words. 

4.1.3 Verbal Accuracy 

Verbal accuracy was measured for lexical naming task. The verbal responses 

of the participants were recorded and coded for statistical analysis. The mean scores 

for verbal accuracy are tabulated in table 4.3 
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Table 4.3 

 

Mean, minimum, maximum and SD for Verbal accuracy 

Tasks Mean Minimum Maximum SD 

LDTEKW 99.61 95.65 100.00 1.20 

LDTKEW 99.56 95.65 100.00 1.15 

LJTEKW 99.75 97.10 100.00 0.67 

LJTKEW 99.79 98.46 100.00 0.53 

LDTEKN 97.80 93.54 100.00 2.41 

LDTKEN 97.41 91.42 100.00 2.64 

LJTEKN 98.39 93.54 100.00 2.20 

LJTKEN 98.86 94.28 100.00 2.07 

Note: LDT-Lexical decision task, LJT-Lexical judgment task, EK-English to Kannada, KE-

Kannada to English, W-Word, NW-Non word 

 

Figure 4.3.Mean verbal accuracy for words and non-words for words and non-words 

across tasks and language directions. 

Figure 4.3 depicts verbal accuracy for naming task. It was found that words 

had relatively accurate recognition than non words. Further, Wilcoxon signed rank 
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test was employed to find whether there is any significant difference between verbal 

accuracy of words and non-words (LDTEK - |Z| = 3.062, p<0.05; LDTKE - |Z| = 

3.739, p<0.05; LJTEK - |Z| = 3.024, p<0.05; LJTKE - |Z|= 2.307, p<0.05). 

4.2 Pair wise comparison between two language directions 

Wilcoxon signed rank test was performed to compare the performance across 

tasks for both language directions (Kannada- English and English to Kannada). 

Table 4.4 

Pair wise comparisons for reaction time 

Pairs |Z| Value P value 

LDTKEW-LDTEKW 2.273 .023 

LJTKEW-LJTEKW 3.507 .000 

LDTKEN-LDTEKN 2.293 .022 

LJTKEN-LJTEKN 3.630 .000 

 

The tabulated values in table 4.4 indicate significant difference in reaction 

time in language direction in LJT and LDT for both words (|Z|=2.273 for LDT; 

|Z|=3.507 for LJT, p<0.05) and non-words (|Z|=2.293-LDT; |Z|=3.630-LJT, p<0.05). 

Table 4.5 

Pair wise comparison for accuracy of key press 

Pairs |Z| value P value 

LDTKEW-LDTEKW 2.808 .005* 

LJTKEW-LJTEKW .076 .940 

LDTKEN-LDTEKN .443 .658 

LJTKEN-LJTEKN 2.852 .004* 

*p<0.05 
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Table 4.5 indicates that there is a significant difference in accuracy for words 

in LDT and for non-words in LJT across language directions. In LDT Kannada- 

English had greater accuracy, but in LJT English-Kannada language direction scored 

more accuracy than Kannada- English. 

Wilcoxon signed rank test was administered to compare the responses in 

verbal accuracy performance across language directions. Obtained “p” (p>0.05) value 

indicated that there is no significant difference for verbal accuracy in both language 

directions for all tasks. 

4.3 Comparison Across tasks 

4.3.1 Reaction time 

Wilcoxon signed rank test was administered to compare the reaction 

time across tasks. 

Table 4.6  

 

Pair wise comparison for reaction time across tasks 

Pairs |Z| value P value 

LJTEKW-LDTEKW 2.725 .006 

LJTKEW-LDTKEW 4.515 .000 

LJTEKN-LDTEKN 2.849 .004 

LJTKEN-LDTKEN 4.042 .000 

 

Values from the above table indicate that there is significant difference in the 

reaction time for both words and non-words across the tasks.LJT (|Z| value for words 

in KE direction is 4.042 and EK direction is 2.849) took less reaction time than LDT 

(|Z| value for words in KE direction is 4.515 and EK direction is 2.725) as mentioned 

in the table 4.1. 
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4.3.2 Accuracy 

Wilcoxon signed rank test was administered to compare the Accuracy across 

tasks. 

Table 4.7 

 

Pair wise comparison of accuracy across tasks 

Pairs |Z| value P value 

LJTEKW-LDTEKW 3.754 .000* 

LJTKEW-LDTKEW 1.737 .082 

LJTEKN-LDTEKN 1.626 .104 

LJTKEN-LDTKEN 3.027 .002* 

*p<0.05 

Values from the above table indicate that there is a significant difference for 

the language direction English-Kannada for words and Kannada-English for non-

words in LDT and LJT tasks respectively. Accuracy in LDT was better for words than 

LJT and accuracy in LJT was better for non-words as shown in the table 4.2 

4.3.3 Verbal Accuracy 

Wilcoxon Signed Rank test was used to see whether there is any significant 

difference in the measures of verbal accuracy across tasks. P value (p>0.05) showed 

no significant difference in verbal accuracy measures across tasks LDT and LJT for 

words and non-words.  

4.4 Comparison of accuracy of key press and Verbal Naming 

To compare between the results of nonverbal accuracy and verbal accuracy, 

Wilcoxon signed rank test was administered. P value indicated there is a significant 

difference for all the tasks. 
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Table 4.8 

 

Pair wise Comparison of Verbal Accuracy and key press accuracy within the tasks 

Pairs |Z| value P value 

ACCLDTEKW-VERACCLDTEKW 2.309 .021 

ACCLDEKEW-VERACCLADTKEW 3.725 .000 

ACCLJTEKW-VERACCLJTEKW 4.270 .000 

ACCLJTKEW-VERACCLJTKEW 4.255 .000 

ACCLDTEKN-VERACCLDTEKN 4.405 .000 

ACCLDTKEN-VERACCLDTKEN 4.255 .000 

ACCLJTEKN-VERACCLJTTEKN 4.191 .000 

ACCLJTKEN-VERACCLJTKEN 3.100 .000 

Note: ACC-key press Accuracy; VERACC-Verbal Accuracy 

Table 4.2 and 4.3 shows that accuracy for verbal naming was more accurate 

than the accuracy for key press for all the tasks. 

4.5 Comparison between counter balanced groups 

Since the present study was counter balanced for the tasks, Mann Whitney U 

test was carried out to see whether there is an effect of order of tasks in the study. 

However, no significant difference was seen in the comparison of counter balanced 

groups (p <0.05). 

To summarize, the statistical analyses revealed significant difference for the 

dependent variables considered such as reaction time, key press accuracy and verbal 

accuracy for word and non-words. Non-words showed longer reaction time and poor 

accuracy compared to words. On comparison of performance across language 

directions, tasks in Kannada-English language direction showed better reaction time 



48 
 

compared to English-Kannada language direction. On comparing accuracy, naming 

accuracy was better than key press (motor) accuracy.  

4.6 Comparison between words and non-words 

The results for the dependent measures of the study such as reaction time and 

accuracy (key press and naming) were better for words than non-words. Results      

showed shorter reaction time and greater accuracy (key press and naming) for words 

across all the tasks. This better recognition of words over non-words is in consensus 

with the study done by Kenneth et al (1973) which showed that reaction time for 

naming words were shorter than non-words. The representation of true words in the 

mental lexicon makes it easy to search and select from the mental lexicon. This easy 

access makes the recognition faster for words compared to non-words. On the other 

hand, mental lexicon is assumed not to have any specified representation for non-

words or pseudo words which may result in an exhaustive search of the lexicon before 

the decision is made (Forster & Bednall, 1976).Experimental tasks involving the rapid 

presentation of the letter strings of words and non-words have revealed the influence 

of letter position cues. The recognition of initial letter strings of words facilitates 

faster recognition of the entire word unlike non-word. These results in better 

performance for word recognition compared to non-word recognition. (Johnston & 

McClelland, 1973; Maris, 2002; Paap, Chun & Vonnahme, 1999). 

4.7 Comparison between two Language directions 

4.7.1 Reaction time 

 Reaction time for words and non-words was found to be better in K-E language 

direction for both LDT and LJT. In, K-E language direction the prime was presented 

in Kannada and target in English language. The presentation duration of prime varied 
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in LDT and LJT with a relatively shorter prime duration in LDT (50ms) than LJT 

(2000ms). This finding can be explained based on the fact that more than 80% of the 

participants learnt Kannada as their first language. Thus Kannada being their mother 

tongue could have facilitated the access compared to the second language, English. 

The results also support the Revised Hierarchical Model. RHM posits that there is a 

link between the lexicon and concepts of L1 and L2 which is supported by the 

occurrence of translational priming effect. Further, RHM emphasizes the influence of 

first language proficiency in bilinguals which is also supported by the finding that 

priming effect has taken place only in L1 to L2 direction. And also automaticity and 

orthography in reading Kannada words has contributed to the faster reaction times for 

identification of targets in L2 (English) when the prime was presented in L1 (Kannada). 

Automaticity in word reading refers to the simultaneous or parallel word reading strategy 

based on the visual structure of the words. Highly skilled readers process the words 

automatically and are less affected by conceptual information. They can read words even 

if they are presented for a brief duration. Hence, the knowledge of the rules of 

orthography is an important factor in word recognition (Purushothama, 1986). Unlike 

English, factors such as word frequency, class, imageability and/or concreteness do not 

influence the speed of reading words in Kannada by skilled Kannada readers (Karanth, 

Mathew and Kurien, 2004). 

4.7.2 Accuracy for key press 

The mean accuracy scores for key press response were greater than 90% for 

all the tasks across both the language directions (E to K and K to E). Significant 

difference was seen for the language directions in LDT of words and LJT of non-

words.  Facilitation of visual word recognition in E to K direction for words 

demonstrates backward translation priming effect. An evidence for backward 
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translation priming effect in lexical decision is supported by the study done by 

Tzelgov & Ezra (1992) where they suggested that this asymmetry across individuals 

is not systematic and does not show a specific trend. When late bilinguals’ L2 

knowledge and proficiency gradually increase, their mental representations of L2 will 

become less dense and more organized. In other words, less confusion and better 

organization of semantic associations for L2 will occur. Such changes may cause the 

priming effects from L2 to L1 stronger and the “priming asymmetry” less salient as 

found in our experiment (Zhao, Li &Liu, 2011).).  

A significant difference was evidenced in the recognition of non-words in K to 

E language direction in LJT. The presentation of prime in Kannada facilitated the 

identification of target in English on judgment task. The language proficiency and 

usage of the participants recruited for the study is higher in Kannada language than 

English language. The higher proficiency in Kannada language was assured for the 

domains of speaking and reading. Recruited participants being skilled readers in 

Kannada language could access and recognize the non-words accurately even in the 

task which demanded advanced decision (judgment). 

4.8. Pair wise comparison across tasks 

4.8.1 Reaction time 

Results showed shorter mean reaction time for LJT task compared to LDT 

task. One of the components that varied between LDT and LJT was the prime 

duration. The prime was presented for a brief duration of 50ms in LDT whereas prime 

was presented for 2000ms in LJT. Skilled readers in Kannada could sense the prime 

even at 50ms of presentation which indicates the robust effect of orthographic 

structure on visual word recognition in Kannada-English bilinguals (Niharika & 

Prema, 2015). Longer prime duration (judgment) in translational priming conditions 
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would have led the participants to use their strategic processing for categorizing the 

lexicon thus leading to shorter reaction time. The prime duration preceding the target 

word was very short, that is 50ms. Failure to recognize the prime in LDT would have 

led to longer reaction time.  

4.8.2 Accuracy for key press 

Results revealed that accuracy for key press was higher for LDT than LJT for 

words. LDT requires the participant to decide whether the target stimulus is a word or 

non-word. This task places relatively lesser demand because the participants have to 

do a lexical search within the mental lexicon with existing lexemes. But in the case of 

LJT, the participants are required to access the semantic feature of the presented 

stimuli and they need to match the semantic features to the target word. This 

complexity of the LJT may delay the participant in performing a subsequent motor 

response (key press) following visual word recognition. This delay in response leads 

to the activation of strategic processing might interfere in the process of judgment. 

This interference diverts the participants from giving an accurate response. These 

results can be explained based on Forster’s bin model according to which word 

recognition takes place through a sequential orthographic, phonological and semantic 

search. The task demands of LJT require the search through all the three 

representations to judge the translational equivalents. However the task demands of 

LDT are relatively simpler which may have led to an effortless search compared to 

LJT (Forster 1989; Forster, Mohan, & Hector, 2003). 

4.9 Comparison between key press accuracy and verbal accuracy 

The results revealed that the verbal accuracy was greater than the key press 

accuracy across all the tasks. It can be attributed to the ratio of word to non-word 

stimuli in the tasks. The stimulus set contained more number of words than non-
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words. When non-word ratio is below 0.50 (i.e., the experimental stimuli consists of 

more word pairs), than non-word pairs individuals may be biased  to give a response 

when non-word is presented, because the number of words exceeded non-words in the 

present experimental list. However, when the non-word ratio is above .50 participants 

may choose non-word; because non-words are presented more frequently than words 

(McNamara & Holbrook, 2003). Key press is more an automatic process, but verbal 

naming needs consciousness and cannot be automatically controlled. This can be 

accounted for the relative incorrectness in key press compared to verbal responses. 

 The findings of the study provided a new insight towards visual word 

recognition in Kannada-English bilinguals using an online proficiency test. The 

experiment comprised of the tasks (lexical decision and judgment) to recognize the set 

of translational equivalents in two different language directions. The present study 

incorporated an additional task of naming the target word which stood unique 

amongst usual key press reaction time tasks. The study evidenced better recognition 

for words which possess a representation in the mental lexicon. The recognition of 

translational equivalents across language directions was variable with respect to 

reaction time and accuracy scores. Lexical judgment was found to be faster than 

decision which is discussed in the line of prime duration. Participants had greater 

accuracy in performing lexical decision than judgment which is explained with 

respect to the strategic processing mechanism. The novel task of naming had greater 

accuracy than key press, although done simultaneously which is accounted for the 

word and non-word ratio in the stimulus set considered for the study. Also, the 

automaticity in performing a motor response may influence the participants in 

performing the task accurately. 
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CHAPTER 5 

Summary and conclusion 

Visual word recognition plays a major role in understanding the representation 

of mental lexicon. Representation of mental lexicon in bilinguals is a topic of research 

since so many years between psycholinguistics. Word recognition is influenced by the 

nature of language structure as well as the number of languages used by a person. 

Other factors influencing word recognition are frequency effect, proficiency in the 

language etc. Since India is a land of so many languages and nowadays every one 

learns English as their second language, it is important to know the representation of 

orthographically different languages in the mental lexicon. Cross language studies 

have been done by using lexical decision, lexical priming, lexical judgment task etc. 

The present study addressed the issue of visual word recognition in Kannada-English 

bilinguals through lexical decision and judgment tasks by employing a translation 

priming paradigm. 

The objectives of the study were 

5) To compare the performance of bilinguals on visual word recognition between 

lexical decision and lexical judgment tasks. 

6) To examine the reaction time and accuracy for visual word recognition in 

lexical decision and judgment in Kannada-English bilinguals. 

30 bilingual adults (Kannada-English) in the age range of 18-25 years were 

selected for the study.All the participants were native speakers of Kannada (L1), and 

have learnt English as their second language (L2).  

There were two experimental paradigms used. Lexical Decision Task (LDT) 

and Lexical Judgment Task (LJT).They were done in four conditions. 
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• Lexical Decision in English- Kannada direction 

• Lexical Decision in Kannada-English direction 

• Lexical Judgment in English- Kannada Direction 

• Lexical Judgment in Kannada-English Direction 

Stimuli were used from online bilingual proficiency test (Prema, 2012), hosted 

in the website of All India Institute of Speech and Hearing. Presentation of the 

stimulus was done via online mode. Participants were required to register in the web 

portal to carry out the test. Instructions were displayed on the screen. Each task took 

15-20 minutes. Five trial items were presented for practice. Participants were asked to 

press 1 for word and 0 for non-word in LDT and 1 for translated word and 0 for 

untranslated word in LJT. The participants were asked to read aloud the target 

stimulus for LDT and Both first and target stimulus for LJT. Naming responses were 

recorded. Reaction time and accuracy measures of key press responses were 

calculated objectively and Verbal naming accuracy was calculated subjectively by 

listening to all responses. 

Descriptive statistics was done to analyse the data obtained from bilingual 

participants on visual word recognition. The reaction time, key press and verbal 

accuracy scores for all tasks of all the participants were compared for both the tasks 

(decision and judgment), for two (Kannada and English) language directions and for 

words and non- words. With-in group comparison was done for independent variables 

age and language. 

The results revealed 

• Reaction time, key press accuracy and verbal naming accuracy were 

better for words than non-words in all tasks. 
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• Reaction time was lesser for Kannada-English language direction in all 

tasks 

• Accuracy for key press was better for words in Kannada-English 

direction in LDT and was better for non-words in English- Kannada in 

LJT. 

• Accuracy for key press was better in LDT than LJT. 

The findings of the study provided a new insight towards visual word 

recognition in Kannada-English bilinguals using an online proficiency test. The 

experiment comprised of the tasks (lexical decision and judgment) to recognize the set 

of translational equivalents in two different language directions. The present study 

incorporated an additional task of naming the target word which stood unique 

amongst usual key press reaction time tasks. The study evidenced better recognition 

for words which possess a representation in the mental lexicon. The recognition of 

translational equivalents across language directions was variable with respect to 

reaction time and accuracy scores. Lexical judgment was found to be faster than 

decision which is discussed in the line of prime duration. Participants had greater 

accuracy in performing lexical decision than judgment which is explained with 

respect to the strategic processing mechanism. The novel task of naming had greater 

accuracy than key press, although done simultaneously which is accounted for the 

word and non-word ratio in the stimulus set considered for the study. Also, the 

automaticity in performing a motor response may influence the participants in 

performing the task accurately. Future studies may incorporate naming the target 

stimulus along with key press in order to improve the accuracy. 
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5.1 Implications of the study 

This study gives an insight to 

• Visual word recognition in Kannada-English bilinguals  

• The feasibility of using lexical priming and lexical judgment task for visual 

word recognition; translational priming as a method of study in visual word 

recognition in bilinguals.  

5.2 Limitations of the study 

• All the bilingual participants selected were not balanced or equally proficient 

in both the languages. They differed in terms of the usage of the languages 

(greater usage of Kannada language). 

• Verbal naming along with key press was tedious for the participants 

• Non words were not balanced in language directions 

• The rationale for deciding the word to non word ratio is not explained 

5.3 Future directions 

• Word recognition in balanced bilinguals can be investigated  

• Word recognition can be done across different age groups and genders 

• Automatic recording of verbal naming responses can be done though the 

software  
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